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Outline

+ General considerations on energy efficiency and
environmental impact

+ Data centers and cloud computing: an analysis of the problem

+ Assessment

* Measuring

» Optimization: a focus on the application level and adaptive
approaches

» Future research
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@ ECO.Clouds

ECO2CLouds: Experimental Awareness of CO, in
Federated Cloud Sourcing

FP7 EU Project (STREP) 2012-2014
Web site: http://eco2clouds.eu

Goal: energy efficiency and reduction of CO, emissions in
federated clouds
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& ACROSS

Policy: Three 20% targets for 2020

COST Action 1C1304

Autonomous Control for a Reliable Internet of Services
2013-2017

Coordinated by
MC Chair: Rob van der Mei (CWI / VU Amsterdam)
MC Vice-Chair: Hans van den Berg (TNO / UT)

http://www.cost-across.nl/

December 2008: Council and Parliament adopted
the Climate and Energy Package that reinforces
Europe’s commitment to:
® A reduction in EU greenhouse gas emissions of at
least 20% below 1990 levels
® 20% of EU energy consumption to come from
renewable resources
® A 20% reduction in primary energy use compared
with projected levels, to be achieved by improving

energy efficiency. European Commission
DG Information Society and
Media, Unit H4
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Environmental impact

Questions

* How much does an application consume?

¢ What is its environmental impact?

What can be done to improve energy efficiency and reduce
environmental impact?

Source HRLS
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From the energy awareness to the environmental awarenéss

Py :
o6

E E
aH! <

Barbara Pernici

01/06/16

Measurement
PUE
L
PUE o
Power Usage Effectiveness T HVAC and
The green Grid, 2007 Components infrastructure

PUE= Total Facility Power / IT Equipment Power

how efficiently the electricity is used from the data center control volume
to the IT Equipment

The Green Grid in Europe showed that more than 50% of data center
operators do not track their installations (source TGG 2015)

Average around 1.8, best ones (Google, Facebook) claim approx 1.06
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Assessment
AN
Green IT
| T
Assessment Measurement Improvement
Maturity models Best practices
DCMM - The Green Grid EU Code of Conduct
For energy efficiency o .
in data centers Vitali-Pernici 1JCIS 2014
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Assessment Measurement Improvement
Indicators L
definition Energy estimation
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Kipp et al., Future Generation Computer Systems, 2011
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The layered set of metrics: Overview

Metric set finalized:

« Infrastructure layer
« Site level
» Physical host level
« Energy mix

« Virtual layer

ot » Application layer

Calculated parametersfor
the three layers:

| Infrastructure Layer

Infrastructure
(nodes)

Virtual Layer

POUS
(power consumption)

» Energy resources

Application profile for case studies has been refined
— Used by the ECO,Clouds Portal and Scheduler
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Monitoring environment realisation:
Accounting Service basics ECO;CIOUdS

AT
Accountiog REST AP!
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BonFIRE Resource Manager
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An example - accuracy

LU

[P N—

Fig. 7: Relationship for load; two loadings processes on guest;
host: Ubuntu; tool: top

CHCE I
Fig. 8: Relationship for utilisation; two loading processes on

guest; host: CentOS: tool: mpstat

Kurt Tutschku et al., On Resource Description Capabilities of On-Board Tools for
Resource in Cloud Networking and NFV Infrastructures, 045Dl 2016
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The layered set of metrics: Metrics set

ECO,Clouds

Infrastructure Layer Energy mix
Virtual Layer Application Layer i

Host Level Site Level (dynamic / static)
Power consumption | Site utilization CPU usage Task execution time | Energy Mix
Disk 10PS Storage utilization | Storage usage Application Grid total

execution time

CPU utilization Availability 1/0 usage Power consumption | Imported / Exported
Availability PUE Memory usage Response Time Produced CO,

Power consumption | Throughput
Disk IOPS A-PUE (Application
PUE)

Application Energy
Productivity (A-EP)

O eco,clouds metic

BonFIRE metrics Application Green H
Efficiency (A-GE)
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Monitoring characteristics / meta-data

- Sampling frequency

- Where it is controlled
- Close to the data

- Quality of monitored data
- Timeliness
- Accuracy
- Completeness
- Availability
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Selecting monitoring variables

Monitored dimensions can be many....
E.g. Cloudera

106 categories of metrics

Sampling rate for all metrics one minute
Aggregation functions applied

Storage is limited

New level: service level (e.g. Hadoop)
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Selecting monitoring dimensions — a goal oriented approach

Each indicator is associated with thresholds indicating its
maximum and minimum desired value.

Alarm  Warning Normal Warning Alarm
Zone Zone Zone Zone Zone
I ThresholdMin ThresholdMax
Indicator Value

26
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Learning relations between goals

P(G,16G) S P(G)
P(G,|6G) G| P(G,)
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PG, | .

= , €1 .

—_ Bayesian Network 2 G

Learning Module

1
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‘G, «—{ G, )reic,0)
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P(G,| G, ..)

Indicators Value
Sampling

Monica Vitali, Barbara Pernici, Una-May O'Reilly:
Learning a goal-oriented model for energy efficient adaptive applications in data centers.
Inf. Sci. 319: 152-170 (2015)
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Energy estimation

system

energy iﬂm’:&i task
o ] &

Fig.2. A system and (sub)systems.

ENERGY INPUT
ENERGY CONSUMED ENERGY LOSS

(L1) (L2)
ENERGY USED ENERGY WASTE ENERGY NOT CONSUMED ~ OVERHEAD OF THE SUPPORTING
SUBSYSTEMS

(W1) ( BY ANY SUBSYSTEM
IDLE RUN OF THE SYSTEM  REDUNDANT RUN OF THE SYSTEM
Task

Fig. 3. Critical points within a system where energy is lost or wasted.

Toni Mastelic, Ariel Oleksiak, Holger Claussen, Ivona Brandic, Jean-Marc Pierson, et al.. Cloud
computing: survey on energy efficiency. ACM Computing Surveys, Association for Computing
Machinery, 2015, Vol. 47 (n 2), pp. 1-36
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WHAT can be measured and WHERE?
A
‘Which components should be considered
Servers
percentage of total consumption
at PDU
on rack
And for Virtual Machines ...
cannot be measured directly
many VMs on a server
how to account for idle times
several models:
- based on load
- hypotheses on interference, on how idle power is distributed
- energy vs power models
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Assessment Measurement Improvement
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Use of metrics
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Assessment/awareness
Decision making/configuration/adaptivity

Objective
= Definition S,
L R — A

Monitoring & Indicators

Assessment Selection

N " Techniques
g | selection &
Parametrization,

Fig. 8. Design process of a Green IT system  vitali-Pernici 1JCIS 2014

Main research topics
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At application/virtualization levels
« Optimal allocation of VMs
« Optimize usage of resources

« Which resources
« Idle times attribution
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Adaptive approach in ECO,Clouds

@ ECO Clouds

Knowledge
[l Coectng ' ;f}
F ondSening informatonto contaers &8 C:u
Energy-awore Monitoring sstem
“Controllers”
cuou

Adaptation Metrics

actions
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Step 1. Process Design

N\

Step 3. VM Deployment

Stop 2. Process Deployment l:l Step 4. Execution and Monitoring
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ECO2Clouds Architecture

ECO,Clouds
S
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ECO, Clouds
S

Energy-aware scheduling

Target: Reduce Energy Consumptionin Testbed
n — NonEcoAvare

— e tization

— Max Utilization

Wosts) ower (W)

Testbes A1

e e eioare s Wajid et al, IEEE TCC, in press
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Application-level adaptation:
Application controllers

@& £CO,Clouas
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<:> ‘ Application D‘@—C}

+ Application profile

Virtual
_ _ <:> Cloud (1aaS)
adaptation strategies

Machine
Monitoring infrastructure |

Virtual
Machine

Virtual
Machine

5
Es
E
a

Cappiello et al, IEEE TCC, in press

Case study — workflow rearrangement
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Focus on CO, emissions

Multiple sites
Different energy mix
Variable/constant energy mix

(A i )

12.00
10.00
3 800 NN
§ s00 A\ B Overhend
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4.00 AN
AN
2.00 R
AN
AN
NN
0.00
baseline optimized
Cappiello et al, IEEE TCC, in press
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Immediate site selection
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Check site availability

Calculate CO, emissions

Site selection
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19th of January 2012 — 4pm

Application: 3 hours — 3kWh
Case B Case A

580 )

/\ e

—e—Week end UK
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Cappiello et al., ICT4S, 2014
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Define the best starting point

Calculate CO, emissions

Site selection

Cappiello et al., ICT4S, 2014
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Analysis of Energy mix values

France
analysis

. e —
Trends - p———
analysis '
44

Barbara Pernici

Future research challenges

Measurements

what to measure? Context dependent?
precision of measurements?

Research trends:

- Mining from logs

- Relating measures

- Evaluate variable relations
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19th of January 2012 — 4pm

0 _\-/___VA.\,/\AEJpIication: 3 hours — 3kWh

ek dayaerage
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@
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teskend day average

Delay | Estimated gCO2e | Real gCO2e | Saving (%)
Solution 1 0 209.7 200.3
Solution 2 10h 1854 167.1 16.6%
Cappiello et al., ICT4S, 2014 | Solution 3 | 27h 1432 140.3 30%
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Future research challenges
L
Applications
profiling
- CPU, memory, I/O, variability
Research trends:
- Define characteristics
- Dynamical assessment
- Heterogeneous underlying environments
Barbara Pernici a7

Future research challenges

Optimization/improvement

TCO (considering also resiliency, see EU Code of conduct,
Green Grid)

energy vs environmental impact
design and adaptation, dynamical evolution
Future trends

continuous reduction of idle power
loT, big data applications
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Future research challenges

Greening big data
- Data acquisition, storage
- Data analytics

===
Sl A i
o Rk

|
Data Organization, Analytics, and Management Layer

o>
i SPOIK™ 8

Infrastructure Layer

» H3b 4

Wu et al., IEEE Systems Journal, 2016

Three-layer big data.
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Adaptive compression — an example of reduction

otooxal Dt

oo
0w0+0

Peng, Pernici, SmartGreens, 2016
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Framework based on data value

| ropicatons |
Energy model Data-value-driven
adaptation actions
* Load balancing
Information for * Workload
adaptation scheduling
* Workload * Resource
predictor provisioning
* QoS/SlAs ENGING |l + Workload co-
requirements location
* Application profile + Changing data
+ Datavalue allocation pattern
« Changing the
application
workflow
Monitoring
Ho, Pernici, 2015
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Framework (Ho, Pernici, 2015)

Deployment environment in clouds

Adaptation Mechanism

Information for adaptation

Adaptation Engine
( Hypervisor ]
Physical layar
Feadback
& Prediction

Qg

Logic & Inference.
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QUESTIONS?
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